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Q-learning on Linear Quadratic Problem
LLinear Quardatic Problem

L Specification

m Dynamics:

St+1 = ASt + But + wt

m State and action:

St € Rn,
us € Rm

m Cost function (= negative of reward):

ct:s;rQst+uIRut, QR>0,R>0
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Q-learning on Linear Quadratic Problem
LLinear Quardatic Problem

L Specification

Solvability Criterion: Minimize V/(s) with respect to the policy 7

V(St E[Z Ck — |St]

where ) is the average cost

= lim TZCt

T—oo

Note that minimizing V/(s;) and X\ are equivalent.
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LQ-Iea\rning on Linear Quadratic Problem

I—Configuring the Q network

The agents learn a quadratic @ function

Q(s,a) = [st af] ET 2’1 :

s] =71Gz (1)

The policy is given by optimizing the Q function

™= _ga_algga s=Ks (2)
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LQ-Iea\rning on Linear Quadratic Problem

L Q-learning iteration

Compute the empirical average cost \ = % S
Collect data
m Observe s and select a

a=Ks+r, r~N(0d?).

m Apply a and observe ¢, s'.
m Add s, a, ¢, s’ to the history.

Estimated the kernel of @ by Least Squares Temporal
Difference (LSTD)

vecs(G)=(+ 2;1 Ve (We—Vey)) 713 Zt L Vi(ee—2A)) (3)

where
= |°], v=1[z22 2 2 .2 2]
z= 1|71, = [z1,2z120, ...,2212p, 25, ..., 220Zp, ...y Z5].

5/11



Q-learning on Linear Quadratic Problem

LQ-Iea\rning on Linear Quadratic Problem
I—Cocling

m Dynamics:

= 1 +O +
St+1 = 0 1 St 1 U +— Wy

m Cost function (= negative of reward):

Ct:SI

St + uIlut.

01
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Q-learning on Linear Quadratic Problem

LQ-Iea\rning on Linear Quadratic Problem
I—Cocling

m Exact analytical solution assuming full information about
dynamics

up = [-0422 —1244]s,
m Initialization of the algorithm

Uy = [—0.616 —1.614} s
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LQ-Iea\rning on Linear Quadratic Problem

I—Cocling

Try the following:

m Run

Crash_course_on_RL/q_on_lq_notebook.ipynb

and verify the median of the error in K is ~ 0.01%.

m Set
"explore_mag=0.0" in 'My_q__learning.ql’

and verify that the agent cannot solve the problem! you don’t
get any stable controller.

m Make sure you understand the code!
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https://github.com/FarnazAdib/Crash_course_on_RL/blob/master/q_on_lq_notebook.ipynb
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LQ-Iea\rning on Linear Quadratic Problem

L Results
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LQ-Iea\rning on Linear Quadratic Problem
L Results

Important observations

m Q-learning performs superb on the LQ problem

m No hyper-parameters to tune
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Email your questions to

farnaz.adib.yaghmaie@lju.se
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