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Introduction

We propose an online Reinforcement Learning (RL) algo-
rithm to achieve tracking in presence of adversarial distur-
bances.

The disturbance 1s arbitrary, bounded, and unknown.

The reference is generated by a linear system with unknown
dynamics.

The controller is learned to optimize any convex cost func-
tion.

Problem Formulation

Consider the following linear dynamical system
Tyl = Az, + Buy + wy, (1)

where w; € R" denotes bounded disturbance which is se-
lected in adversarial setting. The reference is generated by

Lk+1 — SZ/C) (2)
T — FZk,

We aim to generate u;, = A(x1., 1) to minimize the follow-

ing cost function

T

Jr(A) = Z cr(er, uk), (3)

k=1

where ¢, 1s the state tracking error

€k = Tk — Tk (4)

Optimal tracking problem

Consider (1)-(2). Generate u;, = A(x1x,71,) to mini-
mize (3).

Assumptions

Assumption 1: (A, B) is known and stabilizable. (No
loss of generality, see Algorithm 2 in [r2].)
Assumption 2: (S, F') is unknown but observable. z;
is not measurable but the output r; is measurable. 7}
is bounded.

Assumption 3: The cost c;(eg, ui) 1s convex.
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The linear history-based policy

We parameterize the controller as

m,—1

up = Ko+ Mg+ M, (5)

t=1 s=()
where K is stabilizing. In Lemma 2 of [r1], we prove that (5)
can approximate u)™ = K ;,xv;+ K ;2 and as such, it can solve
the state tracking problem in absence of disturbance.

Online state tracking algorithm

1: Initialize: Select a stabilizing K and set M, M,
arbitrarily.

2: for k = L,..,T do

3 Record r; and execute u].

4: Observe z;.; and record w;. = k.1 — Az, — Buy.

5 Suffer c;(ex, u;r) and compute ¢, as it follows: Let
Tr—g = 0. Compute for H steps

My m,—1
ﬂZ—H = KZp_g+ Z Mg_l]wk_]{_t + Z Mis]rk_]{_s
t=1 s=0
Th_fgi1l = Th—g + Bup_g + wi_g, (6)
to have 4., ;. Let
Cr = ci(Tp — g, Up) (7)
6: Update M,,, M,
Mw — Mw — nvaéka Mfr — Mr — nerék (8)
Simulation results
The dynamical system:
1 N 1 0] N
Thy1 = 01 X} 01 U + We.
The reference:
0 10 100 1
21 = |—100| 2z, 7. = 001 2,20 = | =2 0 <k <500,
0 00 - - 0.5
0 10 00T 1
Zke1= | —100]| 2,7 = L0 1 2, Zso0 = | O |, &> 500.
0 00 - - —1

A quadratic cost with () = 2015, R = I, is considered. Three
disturbances are examined

e Case 1) wy, =1, wy. = —0.7,

» Case 2) wy; = wop = 0.5sin(67k/T) sin(87k/T), and

« Case 3) wy; = wy, = 0.5sin(87k/T).

The results of the the online state tracking algorithm are
shown in red.

Tracking error for Case 3
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