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Considered Problem The CLUE Framework

Assume a linear regression

y=Hx"+v cov(y) =R’ e A

: : : : : P as small as possible
where the true state x" € R” is to be estimated given noisy data R® = cov(y) is unknown but not smaller than cov(%)

y € R™ corrupted by zeromean noise v. It is assumed that R" is
unknown but 1s an element of a known set ‘A.

PROBLEM STATEMENT
Given y = Hx" + v and A, compute an estimate £ of x" with

I (BEST) CONSERVATIVE LINEAR UNBIASED ESTIMATOR

covariance P, where P is as small as possible but not smaller J l
than the true covariance cov(x) of X.

It is assumed A C S, where S”, is the set of all m X m symmetric positive definite matrices.
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FUNDAMENTAL BOUNDS GENERAL CLUE USING ROBUST OPTIMIZATION

Background

Having only R’ € A is a typical issue in decentralized estima-
tion. Let (v;, R;) be the ith estimate of x*:

It can be shown that P* > P* > P, It can be shown that the uncertainty
where P, 1s constructed from C such that imposed by R € A fits into an

C > R,VR € A and P, is the smallest established optimization paradigm
covariance larger than the covariance of all called robust optimization (RO).

possible best linear unbiased estimators
(BLUE).

Full structure
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C) processing and communication of

B) estimates computed in processing units estimates induce correlations (R;;)
are communicated between agents which cannot always be tracked

Benefits of CLUE using RO:
e Solving problems with arbitrary ‘A

Benefits of bounds: e [mproved performance in certain cases

Tp—177\-1
o Guideline for system design (H'R™H)",YReA

e Problem simplification
SPECIAL CASES

Proposed Framework [ oiC > R YR A them Observations:
An estimator (X, P) is a conservative linear unbiased estimator K,=(H'C'H)'H"C! e Performance depends on ‘A
(CLUE) if it has the following properties: P, = (H'CH)" e More knowledge about the unknown parts of R’ means smaller A
X = Ky KH =1 P > KRKT, VR € A 1S an upper bound on a best CLUE e Smaller A means pOSSibly smaller P* size of hashed areas
—_— N g - _ ./ is related to A

finear unbiased conservative N Several conservative estimation
An optimal CLUE 1s defined as follows: methods exists. and can be shown to
Best CLUE — | be special cases of a best CLUE
Let J be a loss function. An estimator reporting * = K*y and A minimal P; larger than all possible under different assumptions on A:

P* is called a best CLUE if (K*, P*) is the solution to: BLUE 15 the solution to: o Covariance intersection (Cl)

m1n1Pmlze J(P) e [nverse covariance intersection

subjectto P > (H'R'H) !,VR ¢ A (1CI)
and is a lower bound on a best CLUE. e Largest ellipsoid (LE) method

minimize J(P)
K.P

subjectto KH =1
P> KRK'" VR € A.
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